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Abstract. A mobile ad-hoc network or MANET is a very hot topic at the moment and is already expanding 

greatly in use. It has a lot of applications and many good reasons for its popularity. 

The obvious problem with ad-hoc networking is how to send a message from one node to another with no direct 

link.  

This is the problem of routing. Because the nodes in the network are moving around unpredictably, after 

adapting a known routing protocol AODV, and studying its scalability, we would like in this paper to study the 

energy consumption with varying the size of the packet data and the number of node. 
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1. Introduction 

Wireless communications is the fastest growing segment of the communications in these last years. Many new 

applications, including wireless sensor networks, are emerging from research ideas to concrete systems. The 

Wireless Sensor Network (WSN) is consist of a large number of autonomous nodes equipped with sensing 

capabilities, wireless communication interfaces, and limited processing and energy resources. 

In Wireless Sensor Networks, WSNs, nodes are unattended. They are distributed across an area of interest and 

communicate among themselves in multiple hops, building an ad-hoc network. Nodes have limited and non-

replenishable energy resources. There are special nodes named sink (or gateway) nodes, which are responsible 

for processing and storing the information collected by the network [4]. 

Energy is a factor of outmost importance in WSNs. To increase network lifetime, energy must be saved in every 

hardware and software solution composing the network architecture. 

This article develops a model for the multi-hop communication in a linear array of nodes. Energy consumption 

in the various multi-hops scenarios has been proposed, simulated and analyzed. 

2. Wireless Sensor Network 

2.1. Introduction and Definition  

The WSNs are under development because of their flexibility in interface, which makes possible to a user to 

easily change place in its company. 
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Fig.1 Wireless Sensor Network 

The communications between final equipment can be carried out directly or not by the base station. 

A Wireless Sensor Network [1] (fig.1) (WSN) is an ad hoc network with a great number of nodes which are 

micro-sensors and able to collect and to transmit environmental data in an autonomous way. The position of 

these nodes is not obligatorily predetermined. They can be dispersed in a geographical area. The objectives of 

the WSNs are multiple according to the treated applications, such as:  

1) Determinate the values of some parameters according to a given situation. For example, in an 

environmental network, we can know the temperature, the atmospheric pressure, the quantity of the 

sunlight, and the relative humidity in a number of sites, etc.  

2) Detect the occurrence of the events and estimate their parameters.   
 

2.2. WSNs Applications 
 

WSN have found application in a vast range of different domains, scenarios and disciplines [2]: 

1) Environmental/Earth monitoring: The term Environmental Sensor Networks, has evolved to cover many 

applications of WSN to earth science research. This includes sensing volcanoes, oceans, glaciers, 

forests, etc. 

2) Data logging: Wireless sensor networks are also used for the collection of data for monitoring of 

environmental information; this can be as simple as the monitoring of the temperature in a fridge to the 

level of water in overflow tanks in nuclear power plants. The statistical information can then be used to 

show how systems have been working. The advantage of WSN over conventional loggers is the "live" 

data feed that is possible. 

3) Agriculture: Using wireless sensor networks within the agricultural industry are increasingly common; 

using a wireless network frees the farmer from the maintenance of wiring in a difficult environment. 

Gravity feed water systems can be monitored using pressure transmitters to monitor water tank levels, 

pumps can be controlled using wireless I/O devices and water use can be measured and wirelessly 

transmitted back to a central control for billing.  

4) Water/Wastewater Monitoring: There are many opportunities for using wireless sensor networks within 

the water/wastewater industries. Facilities not wired for power or data transmission can be monitored 

using industrial wireless I/O devices and sensors powered using solar panels or battery packs. As part of 

the American Recovery and Reinvestment Act (ARRA), funding is available for some water and 

wastewater projects in most states. 
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3. « Prefetching » data in mobile environment: Routing and Storage [13] in WSNs [3] 

  Routing in a MANET is fundamentally different from traditional routing found on infrastructure 

networks. Routing in a MANET depends on many factors including topology, selection of routers, and initiation 

of request and specific underlying characteristic that could serve as a heuristic in finding the path quickly and 

efficiently.  

One of the major challenges in designing a routing protocol for Ad Hoc networks system from the fact that, on 

one hand, a node needs to know at least the reach ability information to its neighbors for determining a packet 

route and, on other hand, the network topology can change quite often in an Ad Hoc network. Some ad hoc 

network routing protocols: DSR [4], DSDV [5], AODV [5]. 

Ad Hoc routing protocols can be broadly classified as being Proactive (Table-Driven) or Reactive (On- 

Demand). 

 

Proactive and Reactive Routing Protocols [Table 1]:  

  In a Proactive routing protocol, all the routes to each destination are kept in an up-to-date table. 

Changes in the network topology are continually updated as they occur. 

Reactive routing protocol [Table 1]:  

  In the Reactive routing protocol, a connection between two nodes is only created when it is asked for 

by a source. When a route is found, it is kept by a route maintenance procedure until the destination no longer 

exists or is indeed. 

The following Table1 presents a comparison between proactive and reactive routing protocols. 

Table1. Comparison between proactive and reactive routing protocols 

Protocol Proactive Reactive 

 

Advantages A route can be selected 

immediately without delay 

Lower bandwidth is used for maintaining routing 

tables. 

More energy-efficient 

Effective route maintenance 

Disadvantag

es 

Produces more control 

traffic 

Takes a lot more bandwidth 

Produces network 

congestion 

Have higher latencies when it comes to route discovery 

 

3.1. AODV (Ad hoc On-Demand Distance Vector Routing) 

 
AODV is an improvement of DSDV. Since it is on demand routing information between nodes that never 

communicate will not be considered. When one node is to communicate with another and it doesn’t know of a 

route, it broadcasts a route request RREQ to all neighbors. The RREQ is forwarded until it reaches its destination 

or it finds a node with a fresh enough route to the destination. 

AODV (fig.2) uses destination sequence numbers to make sure all routes are loop-free and contain the most 

recent routing information. Each node keeps track of its own sequence number and a broadcast ID which is 

incremented every time a RREQ is sent. The RREQ contains information of the source IP address, the source 

sequence number, the broadcast ID and the most recent sequence number known for the destination address. 

When an intermediate node receives a RREQ it can respond with a route reply RREP if it has a route to the 

destination with a sequence number that is greater of equal to the sequence number of the RREQ. Since the 

RREQ propagates by nodes passing it forward to its neighbors, an intermediate node will receive the same 

RREQ from many neighbors. Only the first copy of the RREQ is treated all others are discarded. 
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Fig. 2 AODV Protocol Messaging 

 

An intermediate node receiving the first copy of a RREQ stores the information of which neighbor sent it. When 

the RREQ reaches the destination node or an intermediate node with a fresh enough route, the RREP message is 

sent back to the source by backtracking the RREQs path using the information of from where all intermediate 

nodes received their first RREQ. The nodes on the path of the RREP store the information of from which 

neighbor came, setting up an active forward route. 

When the link between the source node and its next hop node is broken, the source node simply sends another 

RREQ to its remaining neighbors. If a link between two intermediate nodes is broken a message of this event is 

sent back to the source node which then can decide if it wants to send a RREQ to re establish the route to the 

destination or not. 

 

3.2. Storage in Ad Hoc Networking: 

 
Storage [6] in Ad Hoc Networking was the most important issues. We find 3 sort of storage: Local Storage, 

External Storage (Table2) and Data-Centric storage 

Table2. Comparative study between local and external storage 

 

In data centric-storage (DCS) [7] [8], data is stored according to its event type at designed sensor net node. As a 

direct consequence, users can send queries for a particular data type directly to the node that stores data type 

rather than flooding the network with queries. 

4. Related Work 

In 2002 Andrew Howard et al. [9] considered the problem of deploying a mobile sensor network in an unknown 

environment. In the paper, a potential-field-based approach to deployment has been presented. The fields are 

Storage model 

 

Routing 

algorithm 

advantage  

 

disadvantage 

 

Related 

work 

 

applications 

 

External storage 

 

multi-hop 

routing 

 

Adapted to a 

large-scale 

deployment of 

network 

 

No load balancing 

 

[6]  

 

Environmental 

Monitoring, … 

Local storage 

 

multi-hop 

routing 

 

Adapted to a 

small-scale 

deployment of 

network 

No load balancing 

 

[6]  

 

Environmental 

Monitoring, …  
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constructed such that each node is repelled by both obstacles and by other nodes, thereby forcing the network to 

spread itself throughout the environment. The approach is both distributed and scalable. 

Chih-yung Chang et al., in 2006 [12], proposed an efficient node placement and topology control protocols to 

balance the power consumption of sensor nodes. Firstly, a virtual tree topology is constructed based on Grid-

based WSNs. Then two node placement techniques, namely Distance-based and Density-based deployment 

schemes are proposed to balance the power consumption of sensor nodes. 

Finally, extension of the proposed protocols is made from a Grid-based WSN to a randomly deployed WSN, 

making the developed energy-balanced schemes can be generally applied to randomly deployed WSNs. 

Simulation results reveal that the developed protocols can efficiently balance each sensor node’s power 

consumption and prolong the network lifetime in both Grid-based and randomly deployed WSNs. 

 

In the article of Said El Garouani [10] which treats the efficient access to data when the technique used is 

“prefetching”. It consists in putting in reserve the information before the users need it. This information is stored 

in the user's mobile device cache (PDA, handheld device, portable PC, etc.). This technique takes into account 

the user's location and allows to send the relevant data and to reject the non-relevant ones. The main goal is to 

allow the users to have access permanently -in the next displacement- to available information in an almost 

immediate way. Besides, the data prefetching permits it to improve the performances of the cache’s use and 

allows an adaptation of the mobile devices having limited resources, and also to take into account the prediction 

of the possible and the most relevant way how users will request information. 

So, we project following this work to propose a more general prefetching architecture. This architecture must 

take into account all the hierarchical proxies caches or collaborative distributed in the area covered by the 

system. That’s why we are using WSNs architecture. 

For our work, we can replace our problem in the Network Layer from WSN OSI Layer, because the major 

function of this layer is routing. This layer has a lot of challenges  

depending  on  the  application  but  apparently,  the  major  challenges  are  in  the  power  saving, limited 

memory and buffers, sensor have to be self organized.   

Adding a routing problem, we will treat also optimizing a network lifetime with saving an energy node. 

 

4.1. Our approach and algorithms 
 

We will test and explain in this paragraph the scenario of communication which we want to study. 

We estimate that our WSN includes mobile nodes and they are able to manage data. Before each answer, the 

node must update its table of routing according the used protocol. The first part of the proposal algorithm treats 

the general way to send and receive an ACK from nodes (from 1 to 5). The answer of the request will be treating 

according haw much node had an answer, one or more than one (if we had a distributed request) (from 5 to the 

end of algorithm). 

 
Fig.3 New proposed model 
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After studying the energy consumption in the first case using 10 nodes, and comparing them with the static case [17], we can 

see the feasibility of our algorithm because we had a best result between those cases. And in the other hand, we studied the 

scalability of this algorithm [16], we study the energy consumption for the scalable case. 

4.2. Simulation 
The goal of this simulation is to optimize the number of transmission following the requests in the network. We 

are taking a network with adding tens of mobile nodes for each step of our analysis [15]. Initially, we suppose 

that the sensors can transmit without collisions and error. When a node transmits a package, it is sure that the 

package will arrive at destination. The goal is to have a simulation which makes it possible to represent a WSN 

on very broad scale. 

They are many simulators for the WSN: NS2[11], GloMoSim[13], OMNeT++[14]. 

Our simulation was carried out in the following software environment:  

 Operating system UNIX: Ubuntu  

 The simulator: NS2 [8] 

The rest of the simulations parameters are represented in the following table (Table 3): 

 

 

Table3. The simulation Parameters.  
Number of Nodes 

Network Type 
Connection Type 

Packet Size 

Routing Protocol 
Radio-Propagation Model 

Interface Queue Type 

MAC Type 
Antenna Model 

Link Layer Type 

Chanel Type 
Max Packet in ifq 

Zone of Deployment 

10/20/30/40/50 

Mobile 
UDP/CBR 

Variable 

AODV 
TwoRayGround 

DropTail 

Mac/802_11 
Antenna/OmniAntenna 

LL 

WirelessChannel 
50 

Variable 

 

Table4. Result of simulation  

Number of node Result of simulation with packet size:100 

20 
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30 

 

50  

 

In table3, we can see the energy consumed in several communications using multi-node. 

We can see that the energy depend the number of time we used the node in each communication, but we didn’t 

lose as much energy. Comparing with the case varying the packet size of data (10b to 500b), and the example 

with the same size of packet (1000b), we can see that the size affect the consumption of energy. 

If the size is bigger, the energy consumption is important. (Fig 4) 

To see the difference, we used network with 30 nodes. 
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Fig 4 (a) 

 

Fig 4 (b) 

 

Fig 4. Studying static case (a), varying packet size (b) in network with 30 nodes 

Comparing these graphics (fig 4 (a)-(b)), and those from the table 3, we can see the differences between result. 

But the most important information, that the movement of node following our model didn’t consume energy 

bigger than the static case. 

About the energy consumption between mobile case, varying packet size, we see the difference in the case when 

the packet size is smaller than 1000b. 

we conclude, following our proposed model, we have also a good result even we used a lot of communications in 

the same time. 
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5. Conclusion 

In this paper, packet size optimization based on the energy efficiency has been analyzed, following the proposed 

model to adapt the AODV routing protocol to a mobile area, with increasing the number of node till 50 with. 

We saw that the energy consumption depend the communication in our network. 

We will improve this consumption by using the clustering in WSN, with proposing a new model. We will also 

study the power of node and comparing them with this work. 
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